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More Source: Project and Code

Motivation
What would you imagine to be filled?

Problem:
1. Only one “optimal” result is typically generated

in existing image completion work
2. Most methods focus on reconstructing the

original image during the training.
Goal: multiple and diverse plausible results
Challenge: only one “ground truth” is available
during the training

Pluralistic Image Completion Network (PICNet)Key Ideas
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1. A probabilistically principled framework
 Assume missing partial images (patches) belong to a

prior distribution

 Couple prior-conditional lower bound

 Reconstruction vs Creative Generation

 Joint unconditional and conditional lower bounds

2. A novel self-attention layer to exploit short +
long term context information
 Attend to the finer-grained features in the encoder or the

more semantically generative features in the decoder

Image features I

Conditional distribution 
of image features 
p(I|”cat”)

Label “cat”

Label “pen”

Label “mug”

Image features of hidden parts Ic

Conditional distribution
p(Ic|Im) = δ

one good solution, but little 
diversity when sampling

masked partial 
image Im

Visual Results for Buildings

Analysis: Attention

Masked Image PICNet Attention Map

CA[42] Attention Map

Short + Long Term Attention

Query Feature 
Maps C1/4xHxW

Attention Maps

Encoder Feature 
Maps C2xHxW

Softmax(QTQ)

Decoder Feature 
Maps C1xHxW

1x1 Conv

Contextual Flow

Self-Attention

Visual Results for Natural Scenes

Overall Comparison with Other Methods

Masked Image PM[3] CE[29] GL[14] CA[42] PICNet

Analysis: Diversity
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