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Pluralistic Image Completion i

Challenge: only one “ground truth” is available
during the training
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Table 2. Quantitative comparisons of diversity.
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