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Single View 360° Novel View Synthesis

Input 360° Novel View Synthesis 
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Motivation: 3D NVS as Video Rendering

Input

Inference

Goal: Given a single image, and a sequence of camera
pose, synthesize accurate and consistent novel views,
without relying on an explicit 3D representation
Challenges:
Ø Pose accuracy. How to ensure the model
accurately capture the pose of the target view?

Ø View consistent. How to ensure the different views
consistent in terms of geometry and appearance?

Method: Free3D Pipeline

The model is built upon the Stable Diffusion for better generalizability
Ø Ray Conditioning Architectures. Except the global pose, we designed
the local Ray conditioning, which is aligned with NeRF and LFN.

Ø Pseudo 3D cross-attention is applied to fuse view information via cross-
view (frame) attention

Qualitative Comparison on Unseen Dataset
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Diverse NVS in Real Scenes

Related Work

Ø Free3D is naturally able to generate diverse results
by sampling different noises
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