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Motivation Contribution: Online Clustered Codebook Optimisation

Stage-1: Ablation Study on Image Quantization

Goal: Learn a visual codebook for tasks such as
generation with full codevectors utilisation.

Stage-1: Perceptual Compression

Issue:
1.Codebook collapse. Only a small subset of
active codebook entries are optimized
2. Stop-gradient operator. Loss can only back
propagate to the selected entries.

Green Points: “Dead” Codebook Entries

Codebook Usage: Running average updates:

Stage-2: High-Fidelity Image Generation
Unconditional Generation on LSUN

Other prior related works

Class-conditional Generation on ImageNet

1. Zheng, C., Vuong, T. L., Cai, J., & Phung, D. Movq: Modulating
quantized vectors for high-fidelity image generation. NeurIPS, 2022..
( MoVQ was reported means a lot to Kandinsky2.1., Github )

2. Vuong, T. L., Le, T., Zhao, H., Zheng, C., Harandi, M., Cai, J., &
Phung, D. Vector Quantized Wasserstein Auto-Encoder. ICML 2023.

Quantitative Results on Image Generation

How to ensure the embedded features and codebook 
entries closely adhere to the same distribution?

https://chuanxiaz.com/movq/
https://chuanxiaz.com/movq/
https://chuanxiaz.com/movq
https://habr.com/ru/companies/sberbank/articles/725282/
https://github.com/ai-forever/Kandinsky-2
https://chuanxiaz.com/data/2023ICML_poster_vqwae.png

	Online Clustered Codebook�Chuanxia Zheng, Andrea Vedaldi�Visual Geometry Group, University of Oxford

